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This work presents a comprehensive investigation into the effects of nanoparticles and organic additives on the dielectric properties of insulating polymers using reinforced silicone rubber as a model system. TiO$_2$ and ZrO$_2$ nanoparticles (d $=$ 5 nm) were well dispersed into the polymer via a bimodal surface modification approach. Organic molecules with the potential of voltage stabilization were further grafted to the nanoparticle to ensure their dispersion. These extrinsic species were found to provide deep traps for charge carriers and exhibited effective charge trapping properties at a rather small concentration ($\sim$10$^{17}$ cm$^{-3}$). The charge trapping is found to have the most significant effect on breakdown strength when the electrical stressing time is long enough that most charges are trapped in the deep states. To establish a quantitative correlation between the trap depth and the molecular properties, the electron affinity and ionization energy of each species were calculated by an _ab initio_ method and were compared with the experimentally measured values. The correlation however remains elusive and is possibly complicated by the field effect and the electronic interactions between different species that are not considered in this computation. At high field, a super-linear increase of current density was observed for TiO$_2$ filled composites and is likely caused by impact excitation due to the low excitation energy of TiO$_2$ compared to ZrO$_2$. It is reasoned that the hot charge carriers with energies greater than the excitation energy of TiO$_2$ may excite an electron-hole pair upon collision with the NP, which later will be dissociated and contribute to free charge carriers. This mechanism can enhance the energy dissipation and may account for the retarded electrical degradation and breakdown of TiO$_2$ composites. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4959771]

I. INTRODUCTION

Introducing nanoparticles (NPs) or organic molecules with voltage stabilizing properties (e.g. anthracene) have been shown to improve polymer dielectric properties including voltage endurance, breakdown strength, and volume resistivity. But there is limited consensus on the mechanism leading to these improvements, and some results are even conflicting. Our earlier studies showed that the localized state (trap state) in polymer dielectrics is of crucial importance to the charge transport under high field and is closely associated with the macroscopic dielectric properties, including charge injection, space charge distribution, and transport mobilities. Therefore, it is expected that filling polymers with these extrinsic species will introduce new electronic states and alter the spatial and energy distribution of the localized states in the material, which may account for the changes in dielectric properties of nanodielectrics.

In this work, SiO$_2$ reinforced silicone rubber was used as a model system to comprehensively study the electronic effects of NPs and voltage stabilizing organic molecules on the dielectric properties of insulating polymers. Silicone rubber is selected because of its easy processability for high quality films, narrow breakdown strength dispersion, and well-developed chemistry for NP dispersion control. Also, silicone has not been extensively studied as polyethylene and epoxy and therefore can serve as a complementary example to examine the universality of the effects of nanofillers in dielectric polymers. Thanks to its entire compatibility with the polymer and low cost, SiO$_2$ NPs are normally added heavily to silicone as reinforcing fillers to improve the mechanical and electrical properties. Our previous work has shown that the SiO$_2$ reinforced silicone exhibits a retarded space charge transport compared to the unfilled silicone. But as a large portion of the material is SiO$_2$ NPs (40 wt. %), it is unclear whether the reduced mobility is caused by morphological changes to the polymer or by deep traps on SiO$_2$. Since SiO$_2$ NPs are homogeneously dispersed in the polymer (the material is entirely transparent), in this study, we treat the reinforced silicone as a homogeneous matrix and primarily study the effect of a small amount ($\sim$0.5 vol. %) of additionally added NPs.

It has been shown that the dispersion and morphology of NPs and molecular additives can be critical to the dielectric properties. Dispersion, however, is difficult to control and...
tends to vary significantly across different systems, rendering it difficult to directly compare results. In this work, we specifically controlled the geometrical distribution of TiO$_2$ and ZrO$_2$ NPs by employing a bimodal surface modification method: two populations of polymer brushes with different lengths were grafted to the NP to enhance the dispersion in the matrix polymer. In addition, organic molecules with potential voltage stabilizing properties were grafted to the bimodally modified NP to ensure their dispersion as well. The charge trapping effect was thoroughly investigated and confirmed in multiple measurements. To correlate the trap depth with the molecular properties of NP and organic molecules, the electron affinity (EA) and ionization energy (IE) were computed by density functional theory (DFT) and compared with the experimentally measured trap depth. The super-linear increase of current density at high field and the increased AC breakdown strength in TiO$_2$ filled composites suggest an impact excitation mechanism to effectively dissipate the energy of hot carriers.

II. EXPERIMENTAL

A. NP synthesis and surface modification

The synthesis of TiO$_2$ and ZrO$_2$ NPs and the surface modification with two populations of polydimethylsiloxane (PDMS) brushes was reported in our earlier publications. The NPs are highly crystalline (anatase for TiO$_2$ and cubic for ZrO$_2$) and are mono-disperse with a diameter of 5 ± 1 nm. PDMS of 36 k molecular weight (MW) with a graft density of 0.01 ch/nm$^2$ and PDMS of 10 k MW with a graft density of 0.1 ch/nm$^2$ were sequentilly grafted to the NP through a phosphonic acid end group. The graft density was confirmed by thermogravimetric analysis (TGA).

The PDMS grafted NPs were further grafted with a layer of small organic molecules that are potential voltage stabilizers. The molecules were attached to the NP through either a carboxylic or phosphonic acid end group. In a typical synthesis, NPs were combined with molecules in a tetrahydrofuran (THF) solution under an ice bath, and the mixture was then allowed to warm up to room temperature and stirred overnight. NPs were recovered by precipitation in methanol followed by centrifuging, and the ungrafted molecules were washed away with methanol in the supernatant. NPs were then re-dispersed in THF. This procedure was repeated three times to ensure that most ungrafted molecules were removed. The graft density was around 0.3 ch/nm$^2$ and was measured by UV-Vis spectroscopy by comparing the light absorption curve of the grafted NP solution with the calibrated absorption curve of free molecules.

B. Small organic molecules as potential voltage stabilizers

Different molecules including 9-anthracenemethylphosphonic acid (An), 10-bromo-9-methyl anthracene phosphonic acid (AnBr), 1-pyrenecarboxylic acid (Py), 3-[N-(7'-Nitrobenz-2'-oxa-1',3',5'-triazol-4'-yl)amino]propanoic acid (NBD), and 6-[Fluorescein-5(6)-carboxamido]hexanoic acid (FCHA) were used (Fig. 1). NBD and FCHA are dye molecules with a small band gap and can serve as potential charge trapping centers. FCHA and Py were purchased from Sigma-Aldrich. The synthesis of NBD can be found elsewhere. The synthesis of An and AnBr are described as follows.

9-Anthracenemethanol (2 g) was dissolved into 40 ml of toluene before cooling to 0°C. Phosphorous tribromide (3.12 g) was added dropwise. The solution was allowed to warm to room temperature and stirred overnight. The reaction was washed with one portion 2 M Na$_2$CO$_3$ and two portions of water. After isolating the organic portion, drying, and removing solvent, 9-(bromomethyl) anthracene was obtained as a yellow solid. Next 9-(bromomethyl)anthracene (2.22 g) and triethyl phosphate (5 g) were refluxed overnight under nitrogen. The product, diethyl 9-anthracene methylphosphosphate (2.41 g) was precipitated from solution at 0°C. The obtained 9-anthracenemethylphosphonate was converted to the free phosphonic acid derivative using excess bromotrimethylsilane in dichloromethane, yielding 9-anthracenemethylphosphonic acid (2 g) as the final product. The brominated version of anthracene was synthesized by refluxing 9-anthracenemethanol (2 g) and an equimolar amount of bromine in carbon tetrachloride (100 ml) for 2 h. The reaction was cooled to room temperature and washed with three portions of water. The organic phase was isolated and solvent was removed. The solid product 10-bromo, 9-anthracenemethylphosphonic acid (2.1 g) was converted to phosphonic acid in the same manner as described above.

C. Sample preparation

Silicone rubber Sylgard® 184 from Dow Corning was used as the polymer matrix, which is reinforced with 40 wt. % fumed SiO$_2$. The resin was dissolved in THF to mix with NPs and the solvent was then removed by vacuum evaporation. The hardener was added at a 10:1 weight ratio before shear mixing at 3500 rpm for 1 min. The resin was cast in a flat aluminum dish and cured at 110°C under vacuum for 1.5 h. The cured samples were stored in a desiccator and conditioned at 70°C under vacuum overnight before dielectric test. Unless otherwise indicated, the sample had a NP
loading of 2 wt. % with a thickness of 380 ± 30 μm and a diameter of 3 cm. In the following discussion, the sample name is abbreviated using the form of “NP-molecule.”

D. Characterizations

The NP dispersion was examined using transmission electron microscopy (TEM) by microtoming the sample at −140°C with a thickness of 80 nm. The space charge distribution was measured using a pulsed-electro-acoustic (PEA) method. The details of the PEA measurements can be found in our previous paper.6 In the DC conductivity measurement, a 50 ± 5 μm thin film was spin-coated on an aluminum disk, and the sample was subjected to a stepwise increase in field of 5 MV/m with a 10 min stabilization time at each voltage up to breakdown. A flat guarded electrode of 20 mm diameter was used. The quasi-steady state current and the final breakdown voltage were recorded. For AC breakdown, a 400 ± 30 μm film was used, and the top spherical electrode is made of stainless steel with a diameter of 5 mm, and the exact thickness at each test point is measured before testing. The ground electrode is the Al dish on which the sample is cured. The voltage was ramped by 500 V/s. Dielectric spectroscopy was measured using a Novocontrol Alpha analyzer with a voltage of 1 V. For the photoluminescence measurement, the film was placed perpendicular to the excitation beam from a Xenon source and the detector was placed 90° to the beam. The same sample was measured by UV-Vis spectroscopy to determine the light absorption.

E. DFT calculations

Quantum computation of the electron affinity (EA) and ionization energy (IE) of isolated molecules was performed using Guassian09.16 Cation, anion, and neutral molecules were first prepared using the PM3 method. Then, the first stage of optimization was performed by HF/6–31 G*, and the resulting geometry and orbitals were used as the input for the second stage using B3lyp/6–31+G*.17–19 B3lyp shows good performance on the computation on radicals and with only slight spin contamination. The zero-point-energy (ZPE) was also calculated, and a correction coefficient 0.75 was used. The optimized structure was used to calculate the electronic energy using B3lyp/6–311++G**. The final energy was calculated as the sum of the electronic energy and the corrected ZPE.

III. CHARGE TRAPPING

A. Theoretical considerations

1. Thermodynamics

We showed in our previous paper that the energy and spatial distribution of localized states in a polymer are critical to the charge transport properties.6 When NPs are introduced into the polymer matrix, the extrinsic electronic states on the NP will act as additional hopping sites for charge carriers. Time resolved photo-excitation spectroscopy shows that once the carrier is injected into a crystalline NP, it will quickly delocalize inside the NP and relax to the band bottom within a time scale of 100 fs,20 which is much shorter than the typical trapping time in polymers. In this case, it is only necessary to consider the effect of the lowest electronic states in the NP, as it is these states that eventually determine the trap depth. Given the low carrier concentration and the large columbic repulsion force when two homocharges are confined in one NP, we would expect each NP to trap one carrier at a time. Based on these considerations, each NP can be treated as a single trap site characterized by its lowest energy.

Some small conjugated organic molecules, known as “voltage stabilizers” can also offer deep traps and are often added to polymer dielectrics.3,21,22 To legitimately compare the relative trap depth of different molecules, ionization energy (IE) and electron affinity (EA) are used.21 IE is defined as the minimum energy required to remove an electron from a molecule at ground state to vacuum while EA is the maximum energy released to accept an excess electron from vacuum to the ground state molecule. In terms of chemistry, IE and EA can be used in a similar fashion as Gibb’s free energy to determine the direction of the charge transfer reaction. A smaller IE means that the molecule in its positively charged form is more stable and thus features a deeper trap for holes, while a larger EA features a deeper trap for electrons. The sign is defined to be positive for the endothermic process and negative for the exothermic one. For crystals, the equivalents are the valence band minimum (VBM) and conduction band minimum (CBM) for IE and EA, respectively. The IE and EA of an amorphous polymer are difficult to define due to the presence of localized states extending to the gap and should thus be treated as a local value instead of a global one. Ideally, the difference between IE/EA values of different species can be used as the trap depth if their vacuum levels are perfectly aligned upon contact. But in practice this is rarely the case, because electronic interactions arise when two species are brought into vicinity. But in practice this is rarely the case, because electronic interactions arise when two species are brought into vicinity and with only slight spin contamination. The zero-point-energy (ZPE) was also calculated, and a correction coefficient 0.75 was used. The optimized structure was used to calculate the electronic energy using B3lyp/6–311++G**. The final energy was calculated as the sum of the electronic energy and the corrected ZPE.

The detailed mechanism can be complex and a unified understanding has not been achieved.25 It was found that for metal/semiconductor interfaces, the offset decreases with decreasing electronic dielectric constant of the semiconductor (including wide gap insulator like SiO2).23 If this relation extends to molecular solids, we would expect the vacuum level offset to be less prominent for dielectric polymers since the electrons in these molecules are strongly localized and yield a small electronic dielectric constant. For NPs, the deep surface states may be present in the gap and the actual trap depth could also deviate from that of perfect crystals. Despite these complexities, we use IE and EA as a starting point to estimate the trap depth.

In the hopping transport model, the charge transfer between different states is described as a phonon-assisted tunneling process and the hopping rate can be calculated by Miller-Abraham formula26

\[ v_{ij} = v_0 \exp(-2\gamma R_{ij}) \times \begin{cases} \exp(-E_{ij}/kT), & E_{ij} > 0 \\ 1, & E_{ij} < 0 \end{cases} \] (1)
with $v_{ij}$ being the hopping rate between occupied site $i$ and unoccupied site $j$ separated by energy $E_{ij}$ and a distance $R_{ij}$, $v_0$ being the attempt-to-hop frequency on the order of $10^{12}$ Hz and $\gamma^{-1}$ being the decay length of the electronic wave function. The tunneling probability decreases exponentially with the energy barrier and the distance between two states. Charges initially occupying high-density shallow states will eventually relax into deep states characterized by a sparse density. As intrinsic deep traps also prevail in polymers, effective trapping will only occur if the extrinsic states contribute appreciably to the lower end of the trap distribution.

2. Kinetics

The kinetics of charge trapping depends on the energy landscape around the NP, which is subject to the local electric field distribution and the NP/polymer interaction. As the dielectric constant of NPs is normally larger than the polymer, the curvature of the NP will bend the electric field line towards the particle and cause a local electric field concentration. Moreover, an additional long-range attractive force due to the polarization of NP will be imposed on the charge carrier and draw it to the NP, resulting in an enlarged charge capture cross-section.\(^{27}\) The morphology of the polymer around the NP is different than that of the bulk, especially when polymer brushes are grafted onto the NP. This may result in a change of the energy landscape around the NP, but the details are unknown. The electronic interaction between NP and polymer is also critical for the charge transfer rate between two species. The importance of electronic coupling has been confirmed by studying the interfacial transfer of electron and photoexcited electrons between TiO$_2$ has been confirmed by studying the interfacial transfer of between two species. The importance of electronic coupling and the overall conductivity even higher than that of the unfilled polymer. This may explain the paradox in a previous study that the found decreased mobility but increased DC conductivity when SiO$_2$ nanoparticles were added to cross-linked polyethylene (XLPE).\(^{5}\)

The dispersion of NPs has not been well addressed and effectively controlled until recently.\(^{7,9}\) It has been shown that the dispersion of NPs can be most effectively improved by grafting a bimodal population of polymer brushes to the NP surface, with the sparsely grafted long chains enhancing the entanglement with the matrix polymer and the densely grafted short chains screening the core-core attraction between NPs.\(^{10,12,28}\) In this work, we sequentially grafted long PDMS and then short PDMS chains to the NP.\(^{13}\) As shown in Fig. 2, a good dispersion in silicone matrix is achieved, and further grafting with small organic molecules does not significantly impact the dispersion. The homogeneous dispersion yields a high transparency of the sample and can be directly verified by eyes when compared to opaque ones filled with aggregated particles. The optical images can be found in Fig. S1 in the supplementary material.\(^{29}\)

B. Effect of NP

The TiO$_2$ and ZrO$_2$ NPs were introduced into the silicone matrix as potential trapping sites for charge carriers. At a 2 wt. % loading, the particle density is $7 \times 10^{25}$ m$^{-3}$ with an average distance of $\sim 25$ nm when well dispersed. Such a large distance prevents direct tunneling between NPs and precludes percolation.

Fig. 3 shows the charge distribution evolution in the silicone matrix at a field of 10 MV/m and a bipolar charge injection and transport is observed. The more detailed discussion on charge transport properties of the silicone matrix can be found in our previous paper.\(^{6}\) Fig. 4 shows the PEA profile for bimodal PDMS grafted TiO$_2$ and ZrO$_2$ filled silicone matrix at the same nominal field. For both samples, the velocity of the electron charge packet is significantly reduced and it only moves a few micrometers into the bulk after 1 h stressing, yielding an apparent mobility of $\sim 1.5 \times 10^{-16}$ m$^2$/V s, about 14 times smaller than that of the silicone matrix. ZrO$_2$ appears to have a better hole trapping ability than TiO$_2$, as the hole accumulation on the cathode only showed up at

![Figure 2: TEM images showing the dispersion state of (a) 4 wt. % as-synthesized TiO$_2$ and (b) 2 wt. % bimodal PDMS grafted TiO$_2$ and (c) TiO$_2$ further grafted with An.](image-url)
longer times compared to the immediate appearance in TiO$_2$ filled samples. But since hole transport is highly dispersive, it is difficult to directly obtain the mobility by measuring the traveling speed of the charge packet. It is possible to get around this problem by analyzing the charge decay rate of each carrier species after voltage removal, from which the trap depth can also be derived. We will discuss this in detail in Sec. III C.

The reduced electron mobility indicates that both TiO$_2$ and ZrO$_2$ can provide deep electron traps. But as shown in Table I, the CBM of TiO$_2$ is much lower than that of ZrO$_2$, which theoretically should lead to a much deeper electron trap. TiO$_2$ also has a higher dielectric constant than ZrO$_2$ and thus should also have a higher charge trapping efficiency. Recent experiments on interfacial electron transfer from photoexcited Quinizarin to ZrO$_2$ NPs revealed the existence of deep surface states on ZrO$_2$. So, the electron trapping on ZrO$_2$ may be dominated by the surface states rather than the bulk states at the CBM. The same reasoning may also apply to hole trapping, given the similar VBM of TiO$_2$ and ZrO$_2$ but different hole trapping efficiencies.

The charge trapping by TiO$_2$ and ZrO$_2$ is supported by photoluminescence spectroscopy. In this measurement, the sample is excited by a beam of light with a certain wavelength, and an electron-hole pair can be generated at the molecule by photon excitation. Trap states in the surrounding environment that are lower than the excited state of the molecule tend to suppress radiative recombination, as the excited electron/hole will easily hop away and be trapped at these states. Therefore, the photoluminescence intensity will be reduced in the presence of traps. The silicone matrix contains a small amount of ethyl benzene as a chemical additive, which has light absorption between 300 to 400 nm and luminescence between 400 to 540 nm. The excitation wavelength was chosen as high as 370 nm to minimize the effect of UV absorption by TiO$_2$. The measured luminescence spectra are shown in Fig. 5. It can be seen that the luminescence intensity is greatly reduced for NP filled samples though all samples have similar transparency, indicating that a majority of photoexcited carriers are trapped at neighboring NPs and direct recombination is discouraged.

### C. Effect of small organic molecules

The bimodal PDMS brush grafted TiO$_2$ and ZrO$_2$ NPs were further grafted with anthracene molecules. Fig. 6 shows the space charge profile of their composites. Fig. 6 compares the charge decay rate (Fig. 6(a)) and decay profile (Figs. 6(b) and 6(c)) of the silicone matrix and TiO$_2$-An composites. By plotting the charge density on a log scale, the decay rate of TiO$_2$-An yields a straight line.

<table>
<thead>
<tr>
<th>TiO$_2$ (Ref. 31)</th>
<th>ZrO$_2$ (Ref. 32)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBM (eV)</td>
<td>VBM (eV)</td>
</tr>
<tr>
<td>5.1</td>
<td>8.3</td>
</tr>
<tr>
<td>8.3</td>
<td>8.3</td>
</tr>
</tbody>
</table>

*CBM is equivalent to EA while VBM is equivalent to IE.

---

**FIG. 3.** The space charge profile of silicone matrix at 10 MV/m.

**FIG. 4.** The space charge profiles of TiO$_2$ (left) and ZrO$_2$ (right) filled silicone at 10 MV/m.
featuring an exponential decay and a single trap level, in contrast to the downward convex curve of the silicone matrix where the charges are trapped in a distribution of states. By fitting the data, we can estimate the relative trap depth with respect to the energy of the highest occupied states at equilibrium in silicone matrix by

\[ \Delta E = -kT \ln \left( \frac{\tau}{\tau_0} \right) \]

where \( \tau_0 \) is the initial slope of silicone matrix.

The measured space charge profiles of these samples during stressing are plotted in Fig. 9. The obtained EA and IE of different molecules are shown in Table II. The obtained trap depths are summarized in Table III. The electron mobility and trap depth in different composites are essentially the same given that electron trapping predominately occurs on the NP due to its large EA. But there are still some subtle differences. For example, in TiO\(_2\)-AnBr, NBD, and FCHA filled samples, the charge packet traveled a longer distance into the bulk during the transient hopping regime compared to An. The electron transport in AnBr and FCHA filled samples is more dispersive and a few electrons move with longer distance into the bulk at long times. This may relate to the subtle differences in charge trapping kinetics and trap distribution. It is also worth noting that the calculated electron trap depth is only 0.11 eV deeper relative to the traps intrinsically existing in the silicone matrix, even given the large EA of TiO\(_2\) NP. This means that the intrinsic electron traps in bulk silicone are as low as 5 eV below the vacuum level (assume vacuum level aligns), which is comparable to the work function of most metals. This is consistent with the large charge transfer rate and thus low energy barrier at the metal/polymer interface observed in space charge measurements and contact electrification experiments.

The hole decay in TiO\(_2\) filled silicones is similar to the fast power-law behavior in the silicone matrix, consistent with the previous observation that TiO\(_2\) does not trap holes (Fig. 4(a)), while the surface states on ZrO\(_2\) increase the hole trap depth by 0.07 eV. The grafted molecules show an increased hole trap depth ranging from 0.07–0.09 eV. This narrow range, however, is not consistent with the large differences in their IE values and the correlation between IE and trap depth is also lacking, as shown in Fig. 10. One possible reason for the discrepancy is that the IE in this case is calculated from an isolated molecule at zero field and does not consider the field effect and electronic interactions with the environment. It has been shown that IE will decrease dramatically with increasing field and the reduction extent varies for different molecules. Also, the attachment to NPs and embedding into the polymer may also cause deviations due to possible effects from the electronic interaction and energy alignment with surrounding species.
The measured DC conductivity and dielectric spectroscopy are plotted in Figs. 11 and 12, respectively, and the results further confirm the trapping effect. At a relatively low field of 10 MV/m, the measured conductivity of TiO$_2$-An decreased by an order of magnitude compared to the silicone matrix, confirming no percolation of trap sites. The reduced charge carrier mobility would also decrease the dielectric loss at low frequencies and it was indeed observed in the dielectric spectroscopy. For a better view, the dielectric spectroscopy was plotted in the form of the dielectric susceptibility, which, as suggested by Jonscher, can be defined as
\[
\chi' = \left( \varepsilon' - \varepsilon_\infty \right)/\varepsilon_0 = \chi' - i\chi''.
\]
Here, \(\varepsilon_0\) is the vacuum permittivity.

FIG. 8. (a) The plot of remnant charge quantity in silicone matrix and TiO$_2$-An as a function of time after voltage removal. The electron/hole quantity was obtained by integrating all negative/positive charges in the bulk. The data for silicone matrix is obtained from our previous paper. (b) The net charge distribution in silicone matrix and (c) in TiO$_2$-An after stressing at 10 MV/m for 1 h.

FIG. 9. The space charge profiles of (a) TiO$_2$-AnBr, (b) TiO$_2$-NBD, (c) TiO$_2$-FCHA, and (d) TiO$_2$-Py at 10 MV/m.
The real and imaginary susceptibilities in times. The power-law time dependence exhibits a simultaneous decrease with time in a power-law fashion as \( n = r^{-1-n} \), and \( n, n \) is found to increase from zero to close to one at long times. The power-law time dependence exhibits a simultaneous increase of both real and imaginary susceptibilities in the frequency domain as \( \chi \propto \chi \propto \omega^{-n} \), which is also known as anomalous low frequency dispersion (LFD) observed in many polymer systems. As the silicone matrix is reinforced with a large amount of SiO\(_2\), a strong interfacial polarization will be superimposed on the susceptibility. For interfacial polarization, \( \chi' \propto \omega^{-1} \) and \( \chi'' \propto \omega^{-2} \). This is exactly what we observed in SiO\(_2\) reinforced silicone matrix that \( \chi \propto \omega^{-1.4} \). To exclude the effect of electrode polarization, the dielectric response of the unfilled silicone was also measured, for which the interfacial polarization is absent, thus exhibiting a pure LFD behavior, \( \chi \propto \chi \propto \omega^{-0.9} \). Introducing the NP as well as the small conjugated molecules slows down the carrier transport and thus shifts the polarization to lower frequencies, reducing both \( \chi' \) and \( \chi'' \) by up to two orders of magnitude. The trend in the extent of reduction is consistent with the space charge and DC conductivity results. Similar reduction in DC conductivity and the dielectric loss at low frequencies has also been found in anthracene grafted SiO\(_2\) filled polypropylene.

D. Effect on dielectric breakdown and electrical degradation

As shown above, the introduced deep traps can slow down the mobility of space charges and attenuate the field distortion. More importantly, the equilibrium Fermi energy of the injected carriers will be shifted to lower levels in presence of deep traps, which in turn reduces the number of hot carriers that are causing damages to the polymer by breaking bonds and exciting ionizations. As both dielectric breakdown and electrical degradation are impacted by this damage, effective charge trapping is expected to increase the breakdown strength and the lifetime of dielectrics.

To investigate the effect of charge trapping, the time scale of the test must be carefully considered. If the voltage is ramped faster than the thermalization rate of charge carriers, most injected carriers will not be able to reach the deep

---

**TABLE II.** The EA and IE calculated for different small molecules.

<table>
<thead>
<tr>
<th>EA (eV)</th>
<th>An</th>
<th>AnBr</th>
<th>NBD</th>
<th>FCHA</th>
<th>Py</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.42</td>
<td>-1.6</td>
<td>-1.89</td>
<td>-1.95</td>
<td>-1.29</td>
<td></td>
</tr>
<tr>
<td>-1.16</td>
<td>-7.22</td>
<td>-8.34</td>
<td>-5.17</td>
<td>-7.35</td>
<td></td>
</tr>
</tbody>
</table>

*9-anthracenemethylphosphonic acid (An), 10-bromo-9-methyl anthracene phosphonic acid (AnBr), 3-[N-(7'-Nitrobenz-2'-oxa-1',3'-diazol-4'-y] amino] propanoic acid (NBD), 6-[Fluorescein-5(6)-carboxamidol]hexanoic acid (FCHA), and 1-pyrene carboxylic acid (Py).*

**TABLE III.** The comparison of the charge transport parameters for different composites.

<table>
<thead>
<tr>
<th>Filler</th>
<th>( n^b ) (m(^2)/V s)</th>
<th>L(_b^a) (μm)</th>
<th>( r^c ) (×10(^{12}) s(^{-1}))</th>
<th>( \Delta E^d_{\text{el}} ) (eV)</th>
<th>( \Delta E^d_{\text{el}} ) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matrix</td>
<td>2.1 × 10(^{-15})</td>
<td>90</td>
<td>0.38</td>
<td>0.22</td>
<td>0.069</td>
</tr>
<tr>
<td>TiO(_2)</td>
<td>1.5 × 10(^{-16})</td>
<td>12 NA</td>
<td>-0.11</td>
<td>0.18</td>
<td>0</td>
</tr>
<tr>
<td>ZrO(_2)</td>
<td>23</td>
<td>20</td>
<td>-0.11</td>
<td>33</td>
<td>0.070</td>
</tr>
<tr>
<td>ZrO(_2)-An</td>
<td>7</td>
<td>22</td>
<td>-0.11</td>
<td>83</td>
<td>0.093</td>
</tr>
<tr>
<td>TiO(_2)-An</td>
<td>9</td>
<td>23</td>
<td>-0.11</td>
<td>77</td>
<td>0.093</td>
</tr>
<tr>
<td>TiO(_2)-AnBr</td>
<td>16</td>
<td>11</td>
<td>-0.093</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>TiO(_2)-NBD</td>
<td>30</td>
<td>22</td>
<td>-0.11</td>
<td>43</td>
<td>0.077</td>
</tr>
<tr>
<td>TiO(_2)-FCHA</td>
<td>14</td>
<td>21</td>
<td>-0.11</td>
<td>40</td>
<td>0.075</td>
</tr>
<tr>
<td>TiO(_2)-Py</td>
<td>12</td>
<td>NA</td>
<td>-0.11</td>
<td>31</td>
<td>0.069</td>
</tr>
</tbody>
</table>

\(^a\)The electron mobility \( n \) is taken from the steady state value.

\(^b\)L\(_b\) is the total traveling distance of the charge packet within 60 min.

\(^c\) \( r \) is fitted the charge decay constant from the exponential decay curve; numbers marked by * indicates a power-law decay curve and the values were obtained by approximating the first 60 s data as an exponential curve; for some samples charges were either mingled with the electrode image charge or shadowed by the opposite charges and could not be analyzed and are noted as NA.

\(^d\) \( \Delta E \) is the increased trap depth compared to the silicone matrix calculated from \( \beta \), the values in parenthesis are calculated from the steady state electron mobility \( \mu \) comparing to other samples.
traps before breakdown and the breakdown strength will not be largely impacted. Our previous work shows that due to the very low density of deep traps, the equilibration time of charge trapping in silicone can be up to several minutes. In this case, the NPs are homogenously dispersed with a concentration comparable to the deep traps intrinsic to silicone, so the equilibration time is not significantly reduced. This is supported by the observed transient electron transport regime at the beginning of the stressing in both filled and unfilled samples. Therefore, a relatively long stressing time was used in the test. The sample was sandwiched between two planar electrodes and was subject to a stepwise field increase of 5 MV/m every 10 min until breakdown. In this fashion, the injected carriers are allowed a relatively long time to relax, so the final breakdown voltage should more faithfully reflect the effect of charge trapping. Three to five samples were measured for each type of composites and the final breakdown field is summarized in Fig. 13. The breakdown field was increased by up to more than 100% for TiO$_2$-An and the trend across systems generally matches that of charge trapping abilities. We also noted that despite having similar charge trapping abilities, TiO$_2$ filled samples generally exhibit a larger breakdown field compared to ZrO$_2$ filled ones. The reason will be further discussed in Section IV.

The AC breakdown test results are shown in Fig. 14 and Table IV. Despite the obvious trapping effect, the breakdown strength of ZrO$_2$ composites is not obviously changed. From previous reasoning, it can be deduced that equilibrium trapping is not reached within the time scale of the AC voltage cycle, and therefore, the breakdown strengths are not largely impacted. But the trapping efficiency and the thermalization rate depend on the trap distribution, and our experiments in polypropylene show that a strong charge trapping from a dense sheet-like SiO$_2$ NP morphology increases the DC breakdown strength, while reduces the AC breakdown strength possibly by trapped charges enhancing the field distortion near the electrode during polarity switch. It is worth noting that small molecule grafted TiO$_2$ filled samples in this case appear to have a 10% increase in AC breakdown strength. A similar improvement in AC breakdown strength is also observed in anthracene grafted SiO$_2$ filled epoxy and polypropylene. This indicates that some other mechanisms besides charge trapping is operating at high field to improve the short-term breakdown strength.

IV. IMPACT EXCITATION AND ITS EFFECT ON DIELECTRIC BREAKDOWN

The high field conduction current data provide a clue to pursue the source of the improvement in AC breakdown strength of TiO$_2$ composites. As shown in Fig. 11, the composites exhibit lower conductivity at low field due to the charge trapping effect and the trend is consistent with the PEA results. The conductivities increase slowly with field, except for the TiO$_2$ filled samples showing a super-linear increase of conductivity at higher fields. Since TiO$_2$ and ZrO$_2$ have a similar trap depth, we would expect the charge mobility in TiO$_2$ filled samples to follow the same trend as ZrO$_2$. Therefore, this anomalous increase of conductivity is likely to be caused by an increase in charge carrier density. To verify this, we measured the charge density in TiO$_2$-An at an increasing field up to 45 MV/m using PEA, and it was found

FIG. 12. The real (left) and imaginary (right) dielectric susceptibility of different samples. TiO$_2$ grafted with other molecules were also measured and show similar response as TiO$_2$-An.

FIG. 13. Final breakdown field of the sample in the DC conductivity measurement. The value is averaged over several samples, and the error bar marks the highest and lowest value obtained.
that the net space charge density in the bulk of the sample still maintained a linear relationship with field (Fig. 15). A possible explanation is that the additional charge carriers were generated in the bulk by ionization of the neutral species so the net charge density did not change.

We note that TiO$_2$ NP and grafted organic molecules have rather smaller excitation energies of 3 to 4 eV so that they are easier to excite by hot carriers than silicone. It can be speculated that the super-linear increase of current in these samples is caused by bulk generated charge carriers from the impact excitation of TiO$_2$ NP and grafted organic molecules. Also, the breakdown field of silicone is only 30 MV/m under AC and 50 MV/m under DC conditions, which means that in this field range, some carriers can already be accelerated to sufficient energies to cause damages to the polymer. Given the greater excitation energy of silicone polymer, it is not unreasonable to expect impact excitations on TiO$_2$ and grafted molecules in the measured field range. Though difficult to detect in a solid, the phenomenon of impact excitation or ionization on small excitation energy or low IE molecules is more visible in liquid.\textsuperscript{40,41} For instance, when the low IE pyrene (IE = 7.5 eV) was introduced to cyclohexane (IE = 9.9 eV), the easy ionization of pyrene significantly reduced the streamer inception voltage and induced a much more branched streamer geometry.\textsuperscript{46} In the solid, the created ions are less mobile and cannot form streamers. On the other hand, the impact excitation can be beneficial for retarding the electrical aging and dielectric breakdown because it effectively dissipates the energy of hot carriers in the form of heat and light and thus minimizes the direct damages to the polymer. This effect was suggested to be responsible for the retarded first mode negative streamer growth, reduced negative charge injection, and increased light emission in N$_2$N-dimethylaniline filled n-tridecane.\textsuperscript{42,43} Based on the reasoning above, the improved breakdown strength for TiO$_2$ filled samples is likely caused by this impact excitation effect.

Impact excitation rather than ionization is considered to be the dominant process in this case. Excitation requires a much smaller energy threshold than direct ionization. In contrast to crystalline materials, polymers are mostly disordered, and the excited charge carriers are not readily available for band transport but confined to localized states. It was suggested that these created localized excitons can recombine or later be separated by field and contribute to the current by a two-step ionization process.\textsuperscript{46} This is supported by our experiment results as well as other evidences from the literature.

The first piece of evidence comes from the DC conductivity data. Despite the same IE for ZrO$_2$ and TiO$_2$, only TiO$_2$ filled samples showed a super-linear current increase. This can be readily explained in terms of impact excitation because ZrO$_2$ has a much larger band gap of 5.8 eV and is less likely to be excited in the given field range. Another piece of evidence is obtained from the current profiles of different molecules grafted TiO$_2$. Fig. 16 plots the onset electric field of the super-linear current with the excitation energy and IE of TiO$_2$ NP and different molecules, respectively. The excitation energy was obtained from the maximum light absorption wavelength in UV-Vis spectroscopy. It was found that the excitation energy gives a better correlation with the onset field than IE. The onset field decreases monotonically with decreasing excitation energy in an almost linear fashion. This is as expected because the energy of hot carriers should increase with field and only carriers with sufficient energies can cause impact excitation. These observations support the hypothesis that rather by directly ionizing the molecule or NP, hot carriers would first create excitons on these species, which then either recombine directly or separate by field.

![FIG. 15. The total net charge density (negative) in the bulk of TiO$_2$-An sample as a function of field after 10 min stressing.](image-url)

![FIG. 14. The Weibull plot of AC breakdown strength.](image-url)

**TABLE IV. The AC dielectric breakdown strength (DBS).**

<table>
<thead>
<tr>
<th>Sample</th>
<th>AC DBS (MV/m)</th>
<th>Relative change (%)</th>
<th>Weibull shape parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silicone</td>
<td>31.2</td>
<td>0</td>
<td>16.5</td>
</tr>
<tr>
<td>ZrO$_2$</td>
<td>30.6</td>
<td>2</td>
<td>14.7</td>
</tr>
<tr>
<td>ZrO$_2$-An</td>
<td>30.0</td>
<td>4</td>
<td>16.3</td>
</tr>
<tr>
<td>TiO$_2$</td>
<td>30.6</td>
<td>2</td>
<td>25.3</td>
</tr>
<tr>
<td>TiO$_2$-An</td>
<td>33.9</td>
<td>9</td>
<td>19.7</td>
</tr>
<tr>
<td>TiO$_2$-AnBr</td>
<td>34.3</td>
<td>10</td>
<td>23.3</td>
</tr>
<tr>
<td>TiO$_2$-NBD</td>
<td>34.3</td>
<td>10</td>
<td>20.5</td>
</tr>
<tr>
<td>TiO$_2$-Py</td>
<td>34.5</td>
<td>11</td>
<td>24.2</td>
</tr>
</tbody>
</table>
FIG. 16. The onset field of the super-linear current increase as a function of IE and excitation energy, respectively.

The detailed process of impact excitation is illustrated in Fig. 7(b). If the excitation happens on the TiO$_2$ NP, the excited charges may become trapped at a surface state, which retards the recombination process and allows more time for charges to detrapping and contribute to the current. Time resolved photoluminescence spectroscopy revealed that if the excitation occurs at the anthracene molecule, the excited electron is likely to transfer to TiO$_2$ and be trapped there. This is because the lowest unoccupied molecular orbital (LUMO) (which is not equal to EA as the LUMO here is calculated from a charge neutral molecule) of anthracene lies below the CBM of TiO$_2$. Thus, the excitation on anthracene is more likely to relax by direct recombination and will not contribute significantly to the conduction. Time for charges to detrapping and contribute to the current. Time resolved photoluminescence spectroscopy revealed that if the excitation occurs at the anthracene molecule, the excited electron is likely to transfer to TiO$_2$ and be trapped there. This is because the lowest unoccupied molecular orbital (LUMO) (which is not equal to EA as the LUMO here is calculated from a charge neutral molecule) of anthracene lies below the CBM of TiO$_2$. Therefore, the exciton on anthracene is more likely to relax by direct recombination and will not contribute significantly to the conduction. We measured the photoluminescence of ZrO$_2$-An and TiO$_2$-An filled silicone at the anthracene excitation wavelength of 370 nm, and the intensity of the former is found to be nearly two orders of magnitude greater than the latter, manifesting a much higher probability for radiative recombination (see Fig. S3 in the supplementary material). This explains why the conductivity of ZrO$_2$-An filled samples increases much more slowly compared to TiO$_2$-An, given that most excitons went through recombination rather than separation. The recombination should result in a characteristic emission band from the small molecule. Yamono and Iizuka measured the electroluminescence spectra of anthracene doped low-density polyethylene (LDPE) and found that compared to neat LDPE, there was an additional peak around 400 nm, which falls into the luminescence range of anthracene, which further supports a subsequent radiative recombination after excitation.

The excited charges will not contribute to current unless they leave the molecule or NP. The detrapping process from neutral species can be described using the Poole-Frenkel model in which the maximum barrier decreases with field as $\Delta E = \Delta E_0 - \frac{e^{1/2}F^{1/2}}{(4\pi\epsilon_0\epsilon_r\kappa)^{1/4}k_BT}$. If the increase in conductivity is limited by the detrapping process and as $\sigma \propto \exp\left(-E/k_BT\right)$, plotting $\ln\sigma$ with $F^{1/2}$ should yield a linear line. The results for some TiO$_2$ based composites are plotted in Fig. 17, and the high field part shows a fairly good linearity. The different fitted slope reflects the local permittivity at the interfacial region, and the values were calculated, as shown in Fig. 17. These values are in a reasonable agreement with what we expected for silicone, and the polar molecule NBD yields a higher local permittivity at the interface.

V. CONCLUSION

By specifically controlling the dispersion of nanoparticles and organic additives in polymers, it is allowed to more legitimately examine their electronic effects on charge transport and dielectric breakdown of polymers. Two effects of the added species were identified in this investigation of silicone nanodielectrics: charge trapping and impact excitation, and both contribute to an enhancement of the breakdown strength.

Electrons are trapped in ZrO$_2$ and TiO$_2$ NPs while holes are primarily trapped at the grafted molecules, which can be qualitatively explained by their drastically different ionization energies and electron affinities. But a quantitative correlation between the measured trap depth and computed ionization energy still remain elusive. The deviation may be attributed to the field effect and electronic interactions with the surrounding environment, which can impact electronic energies but are not specifically considered in this DFT modeling. Nevertheless, the effective trapping from these fillers was found to reduce the conductivity and field distortion, and the breakdown strength was most significantly increased when the stressing time is longer than the equilibration time of trapping. The charge trapping from organic molecules grafted NP is not unique for silicone and is also evidenced in our studies in epoxy and polypropylene systems. However, the measured “effective” trap depth from the extrinsic species is much smaller than predicted by treating the polymer as a perfect crystal free of traps. This large discrepancy is attributed to the intrinsic traps originally present in polymers extending deep into the energy gap, which reduce the effect of these new traps. Though pursued for a long time by scientists, the nature of these...
intrinsic trap states is still not well understood. Theories of morphological defects, chemical impurities, and traps due to induced energy relaxation of polymers have been proposed, but the studies are still far from satisfactory. This uncertainty, undoubtedly brings more difficulties for material design to predict the trap depth and charge mobility by \textit{ab initio} modeling, and further efforts in this field are still encouraged.

It was also postulated that the impact excitation is another important mechanism that can lead to retarded degradation and increased breakdown strength. The hot carriers with enough energy can excite an electron-hole pair on the introduced low excitation energy species upon collision, with the energy of itself effectively dissipated. This hypothesis can reasonably explain the increased breakdown strength of TiO$_2$ filled samples, and is supported by the $I$–$V$ behavior and photoluminescence of the composites, as well as the electroluminescence evidences in both liquid and solid dielectrics from previous literature. More substantiate evidence may be found by electroluminescence measurement for this particular case and remains to be further explored.
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